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Linguistic Assumptions:

= Current theories of information structure consider the whole sentence
as the level at which relational notions such as focus/background and
topic/comment are determined.

= From the view point of language processing the sentence level is surely
ruled out as a primary processing unit.

= Research in psycholinguistics as well as computational linguistics has
shown that incrementality is an essential property of efficient language
processing.

This study investigates:

= How a declarative view on information structure taken within theoretical
linguistics can be brought into accord with a procedural model of language
processing?

» How is information structuring performed under the circumstances of
incremental language processing?

The research adopts a cognitive approach to a computational linguistic
model of language production that combines results from psycholinguistics
research with recent developments in theoretical linguistics concerning the
representation of semantic, syntactic, phonological, and phonetic knowledge.

The project investigates the syntactic and prosodic realization of information
structure that vary in accordance with conceptual and contextual variations.

The authors argue that certain meaning distinctions triggered by changes in
information structure are reflected by prosodic means without any additional
support form syntax.




SYNPHONICS

(Syntactic an Phonological realization of Incrementally Generated
Conceptual Structures)

+  The system covers the incremental generation of utterances from paralinguistic
conceptualization to the formation of phonological structures, which are in turn
interpreted phonetically, yielding an articulatorically specified input to a speech
synthesis module.

+  The grammar formalism used to encode declarative linguistic knowledge is HPSG.

» Conceptual and linguistic objects are represented formally as typed feature structures
in ALE (Attribute Logic Engine, cf. Carpenter 1992).

+ The system has three central processing units:
1. The Conceptualizer
2. The Formulator
3. The Articulator

The Conceptual Level

Facts and rules representing

world knowledge (CKB).

It operates on the CKB and
creates a conceptual structure (CS),
and a contextual structure (CT).

The propositional content
of the planned utterance.

Currently relevant parts
of the contextual environment.
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The Formulator and the Articulator
p ~ Encoding Information Structure
=
*  The computation of information structure in terms of focus/background
Input: Extra linguistic structures structure takes place at the interface between language independent and
from CS and CT. Strucure CS language specific processing units.
Output: SEM, the semantic structure
5 - \Creetalwat * In SYNPHONICS it takes place at the semantic encoding.
| Encoding |
__( Lesicon ) _____ » Two subtasks are carried out to establish the focus/background structure.

SEM is integrated into a g eto Spest 1. The mformgtlon statgs of the increment (element) that is currently being

complex HPSG sign that is B | Eocoding Understiading processed is determined.

augmented by SYN and PHON 2 T eee Grammar )-—- 2. The information on how the focus/background structure of the increment

fits into the focus/background structure of the whole utterance.
Input: the value for PHON. X : : X .
Output: an articulatory specified input To determine the information status of the increment it is necessary to compare
to the speech synthesis module. the information available at CT with the propositional content of the planned utterance (CS).
J
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Encoding Information Structure

The context representation
can be seen as expressing
the informational demand
that the speaker wants to

fulfill with the utterance.
This demand originates
from previous discourse
through a question or any
other contextual influences.

S

CT C
Semantic
Encoding

A linguistic representation
of the semantic structure
from the extra linguistic
elements in CT and CS.

The propositional content
of the planned utterance.
All increments that will
appear in the utterance to
be generated are listed
here.

Context Representation (1)
(CT)

Contextual trigger (question):

A: To whom did Peter give the book ?

concpred: {peter} concpred: {book}
r_pointer: rl r_pointer: 12
. ffr_ pointer: sl . {[r_pointer: sl
rel_set: { rel: agent_ mket]} o| rel_set: {[rel: theme. mker] s
CT: {Lobj_refo obf_refo

concpred: {give}
r_pointer: sl

rel: agent_giver |"|rel: theme_ giver

sit_refo

{[r_ pointer: ri ] [r_pointer: 12 } [r_pointer. r_var ]}
rel_set: R R . i
rel: experiencer_giver

Missing element
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Generating Focus/Background Structure Generating Focus/Background Structure
(Non-focused increment) (Narrow Focus)
concpred: {peter} concpred: {book} concpred: {peter} concpred: {book}
r__pointer: 1 T_pointer: r2 1__pointer: rl T_pointer: 12
| ser T_pointer: 51 | set: T_pointer: sl | sot: T_pointer: sl | set: T_pointer: sl
fel_set {[m]: agent_mker]} - TE e {[ml: theme_ Iz.ker]} ' rel_set: { rel: agent_mker]} | TelSeE {[ml: theme_ kaer]} ' conepred: {mary}
concpred: {peter} ' r_pointer: 13
_ r_pointer: rl ) r_pointer: sl
(;':i;ﬁ:;f‘j:d: {give} oHl-ree CS: rel_set: |[*= pointer: sl ggf{c;f& {give} obl-refe CS: jrel_set: {[:el: experiencer_ mher]}
r_poiater: sl = [n:l: agent_ taker r_pointer: sl
T_pointer: rl T_pointer: 12 r_ pointer: r_var . 1_pointer: rl r_pointer: 12 r_pointer: r_var
relset: {Lﬂ: agent_givu]'[ml: the_g:iver]’[rel: c"ipeﬁwoef—?“ef]} obj_refo rel_set: {[ml: agent_givn} rel: t.he_giver]’ rel: experiencer_giver” obj_refo
sit_refo sit_refo
cT » |Semantic| cS cT » |Semantic| cs
Encoding Encoding
ref _infor_ pointer: [1ir1] ref _infoi[_ pointer: [1]r3]
sempred: |peter] sempred: {mary]
core_info: | |imst: [1} core_infor { |inst: 1]
SEM: non_ focused SEME: narrowly_ focused
. r_pointer: sl embed_ info: { r_,poinm? st }
embed_ info: [[re]; agent_ uker]} rel: experiencer_taker
sem 11 12
sem




Context Representation (2)

(CT)

Generating Focus/Background Structure
(Wide Focus)

) ) concpred: {peter} concpred: {book}
Contextual trigger (question): r_pointer: rl r_pointer: 12
A: What has Peter done with the book ? rel _set: { ok gt ﬂm” frel_set: {[:;l":;:‘;: S;m]} , concpred: {mary}
r_pointer: 13
. ) . . [[r—pointer: sl
rconcpred: {peter} concpred: {book} ] ggf.'c:.@d; & olrefo CS: rel_sots {[m}: expeﬂeuccr_taher]}
r_pointer: rl r_pointer: 12 r_pointer; sl
N . . [fr_.pointer: r_var] [1_pointer: r_var R
rel set: r _pomter: s R rel set: l'__.pOllll&l‘: sl rel_set: {[rel: agent_ giver ]’{rel: theme_giver]} obj..rejo
- rel: agent_ taker - rel: theme__takeri[ |’
sit_refo
CT: JLobj_refo obj_refo - L -
concpred: {} CcT Semar_mc «— 1 ¢cs
r_pointer: sl Encoding
r_ pointer: r_var] [r_pointer: r_ var ‘
rel_set: . . .
rel: agent_ giver |"{rel: theme_ giver ref_infof r_pointer: [1]r3]
sempred: [mary]
. core_info: { finst: {1]
sit_ refo SEM: widely_ focused
. - [fr_pointer: sl
embed_info: {[rel: experiencer _ take'r}}
13 sam 14
Context Representation (3) Generating Focus/Background Structure
(CT) (Contrastive Focus)
Contextual trigger (contrastive information):
concpred: {peter} concpred: {book} concpred: {mary}
A: Peter borrowed the book from Mary. ( # bought) r_pointer: 1l S 1 pointer: 13 1
. {{r_pointer: sl . [[r_pointer: sl . [fr—pointer: st
elser [[rcl: agem_vam]} p|rel-set le: thcmc“tzkcr]} |-t {[xc]: experienoer_tabcr” concpred: {buy}
r_pointer: sl
. . -_pointer: 11 -_pointer: r2 -_pointer: r3
: &?ﬁ‘c}‘rf&; {borrow} o-rde obi-rdo CS: frel_set: {{:el:pilg'::tr_;ver]’[:el:)othe::_rgiver]’ :elp :x‘::riencer_giver]}

[concpmd: {peter}
r_pointer: 11

abj_refo
[eoncpred: {borrow}
r_pointer: si

obj_refo

3

rel: agent_ giver

L5it _refo

concpred: {book}
r_pointer: r2

. {[r_pointer: sl .
rel_set: {[rel: agent_ mker]} ,| rel_set: {[

t_pointer; sl
rel: theme_ taker } s relset: {

abyj_refo

rel set: T_pointer: 1 r_pointer: 12, r_pointer: t3
- ’|rel: theme_ giver || rel: experiencer_ giver}

concpred: {mary}
1_pointer: 13

T_pointer: sl
rel: experiencer_ taker

}
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r_pointer: st

t_pointer: fl ] [r_pointer: 12, ] [r_pointer: 3
rel_set: ior | . "
rel: theme_ giver |'| rel: cxpcncnccr‘glvu]

rek: agent_giver |’

sir_refo

sit_refo

CT

Semantic

CSs

Encoding
I

ref _info:[r_pointer: [is1]
sempred: [buy]
inst: {1
T_pointer: 1l F_pointer: 12
core_info: reln: [re!: agent_giVer]’[rel: theme__ giver]’
[r_ pointer: 13 ]

SEM: rel: experiencer__giver

contrastively_ focused
embed_ info; { }

sem.

16




Incremental Realization of Information Structure

« It is not possible to map semantic focus features directly onto phonetic parameters.

* An abstract prosodic rule inventory is required. It interprets focus-type information
into an abstract prosodic feature representation in terms of accent pattern and accent
tones. These abstract features are converted into concrete tonal, durational and
intensity parameters afterwards.

* The accent placement and the corresponding tone contour on focused constituents
depends on the assigned focus-type information and the argument/modifier status of
the verb adjacent constituent.

*See pages 31, 32, and 34 for examples of intonation contour.

Prosodic realization of different focus-type information for German

Semantic Focus Type Accent Type Pitch Accent

narrow focus nuclear accent accent tone: L+H*
phrasal tone: L-

wide focus prenuclear accent accent tone: L+H*

" nuclear accent accent tone: L+H*
(assigned either to the verb-adjacentf ~ phrasal tone: L-

argument or to the verb itself)

contrastive focus contrastive accent accent tone: L*+H

phrasal tone: L-
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From semantics/syntax information to prosodic realization From semantics/syntax information to prosodic realization
(from semantic focus to accent type) (from semantic focus to accent type)
Narrow focus accent rule: Wide focus accent rule (for non-verb-adjacent constituents):
SYNSEMILOCICATIHEAD: verb]
HEAD_DTR: .
plrase_struc ¥ i HEAD. DTR: SYNSEMILOCICAT/HEAD: verb]
SEMPRED:[1] X hrase_ struc
DTRS: ) J DTRS: P - .
NonH_DTR: SYNSEMILOCICONTIRESTR.[[]NST.[Z} ” NonH_DTR: [SYNSEMILOGCONﬂRESrR:{[mST'[Z] ]}]
narrowly_ focused widely_ focused
plase-sne phrase.sirue SYNSEMILOCICATIHEAD: verh
phrase_siruc HEAD: HEAD_DTR: - ver ]
HEAD_ DTR: [SYNSEMIIDCICATIHEAD. verb} phrase_stras
phrase_struc v lemma - DTRS: ONIACC: prenuc!_acc
PHON: ACC: nucl_gce DTR: X
DTRS: SEMPRED:[1] NonH.. SYNSEMILOQCONTiRESTR:{[INST‘pJ ]}
= NonH_DTR: s,msmmc:cbnrmﬁsm:l INST:12] ] widely_ focused
narrowly_ focused phrase_siruc
phrase_struc
L phrase_strac
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From semantics/syntax information to prosodic realization
(from semantic focus to accent type)

Wide focus accent rule (for verb-adjacent constituents):

From semantics/syntax information to prosodic realization
(from semantic focus to accent type)

Wide focus accent rule (for verb-adjacent adjuncts):

CATIHEALY: verb
HEAD_DTR: {SYNSW'LOC'C“‘“M ””b] HEAD_DTR: | ' NSEMILOC: commm:”msm” ]}]
. le DTRS: widely_ focused
DTRS: mma INST:[2] lemana
COMP_D’I’R:[SYNSEMILOCFCONﬂRES‘IR:{[ ]} INST2]
widely_ focused ADLDTR:[S‘;NSEMILOGCOWRBSTR:{[ ”]
phrase_struc widely_ focused
HEAD_ DTR: [SYNSEMILOOCA‘I‘H-IEAD: verb] -phrase._siruc PHONIACC: nuel_ace
lemaa CATIHEAD: verb
DTRS: PHONIACC: nuel_ace HEAD_DTR: [SYNSEMILOC: INST1)
= COMP_DTR:| . [[INST:[2] - OONT‘RESTR{[ ]}
smsmmcxcormm{[l ] IRS: widely_ focused
widely_ focused = lemma
-phrase_struc PHON: ACC: prenucl_acc
AD’-DTR‘ISYNSEM:LOGCONTJRESIR:{['"ST°[21 ]}
widely_ focused
vphrase__struc
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From semantics/syntax information to prosodic realization From semantics/syntax information to prosodic realization
(from accent type to pitch accent) (from accent type to pitch accent)
Nuclear accent realization rule:
L_PTR: addr Contrastive accent realization rule:
ACC: nucl
L_PTR: addr re-ace
PRON:[ (o - m] _, | pHON: . L PTR: addr
B TUNE: {ACC- TONE:  L+H* PHON: AEIC,I Iplr‘m“dud o o[l [PHON:[ACC: prenuct_acc
lexeme PHRAS_TONE: L - - TUNEIACC_TONE: L+H*
fexeme fexeme exeme
Pre-nuclear accent realization rule:
L_PTR: addr
L_PTR: addr -
PHON: AEC: prenucl_ace || = PHON:| ACC: prenucl _acc
- TUNEIACC_TONE: L+H*
lexeme
texeme
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