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Introduction

» Computers are widely used in foreign language teaching
to help learners experience a foreign language & culture.

> multimedia presentations, web-based TV/radio/news,
email/chat with native speakers, ...

> At the same time, awareness of language categories
and forms is important for an adult learner to
successfully acquire a foreign language.

> (cf, e.g., Long 1991, 1996; Ellis 1994; Schmidt 1995; Lyster
1998; Lightbown & Spada 1999; Norris & Ortega 2000)

= NLP can be used to in support of language awareness
> analyze learner language to provide individual feedback
on errors and other language properties
> analyze native language to suport enhanced
presentation and interaction with language
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This talk: explore the two research directions

Individualized feedback in an Intelligent Tutoring System

» TAGARELA: An intelligent, web-based workbook in
support of traditional teaching of Portuguese
(Amaral 2007; Amaral & Meurers 2006, 2008, 2009, 2011; Amaral, Meurers
&Ziai 2011; Ziai 2009)

» Evaluating meaning
(Bailey & Meurers 2006, 2008) and project A4 in SFB 833

Visual input enhancement

» Automatic enhancement of learner selected web pages
in WERTi: Working with English Real Texts interactively
(Metcalf & Meurers 2006; Meurers et al. 2010)
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Starting point for TAGARELA: Real-life needs

In a series of interviews with Spanish/Portuguese language
instructors at OSU we found that

> it can be difficult to achieve the communicative goal of
an activity when students have problems using the
appropriate language forms and sentence patterns.

> But class activities that focus on form or grammar
patterns are perceived as problematic since
» they reduce the pace of a lesson, and
» individual differences make it impossible to have all
students do the same tasks at exactly the same time.
> Work on form and grammar is deemphasized and
confined to homework

= Learners have few opportunities to receive immediate,
individual feedback
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An opportunity for CALL

> Good opportunity for developing CALL tools to
~ practice receptive skills
» reinforce acquisition of forms
> raise linguistic awareness in general

» But existing CALL systems typically offer limited exercise
types such as multiple choice, point&click, form filling
~ feedback usually is limited to yes/no or letter-by-letter
matching of the string with pre-stored answers.
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Making CALL tools aware of language: NLP

» String matching as the general technique used in CALL
to analyze student answers is effective when
» correct answers and potential errors are predictable and
listable (i.e., little well-formed or ill-formed variation)
» listable answers correspond to intended feedback

» Linguistic analysis must be added when

» all possible correct and incorrect answers are not
(conveniently) listable for a given activity

» individualized feedback is desired which requires
information about the learner language that can only be
obtained through linguistic analysis

= Use NLP to analyze learner answer (— Intelligent

CALL)
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A concrete example for an ICALL system

TAGARELA: Teaching Aid for Grammatical Awareness,
Recognition and Enhancement of Linguistic Abilities
> An intelligent web-based workbook for beginning
learners of Portuguese: http:/purl.org/icall/tagarela
> Self-guided activities accompanying teaching
> ideally involving both form and meaning
» TAGARELA offers six types of activities:
> listening comprehension
» reading comprehension
> picture description
> fill-in-the-blank
> rephrasing
> vocabulary
Similar to traditional workbook exercises, plus audio.
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MSoulos: 12343 Avidades: 12
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Instrugio =1

Quem & vocé?
Eume chamo Patricia Mattos, tenho quinze anos e moro em S3 Paulo. Eu estudo em uma
escola piblica e tenho muitos amigos.
Eumoro com minha mée. Seu nome é Marta. Ela tem quarenta anos e é cozinheira em um
restaurante de lwxo.
Estad & misico. Ele

Eu tenho um irmo. . He
toca Jazz e Blves. Ele & um excelente guitarrista.

5678
Préima Questzo ()

Questio 2 Anali

Quantos anos ela tem? Input: Ea tens quinze anos.
‘There & an agreement errc i person between
the sublect and the verb I the sequence ela
tens from your answer.

st cuinas nos.

Alifalalefelifefofols]alc]
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To see  possble answr, click here
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» What should we provide feedback on?
» TAGARELA provides on-the-spot feedback on
» orthographic errors (spelling, spacing, punctuation)
syntactic errors (nominal and verbal agreement)
semantic errors (missing or extra concepts, word choice)
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Feedback on meaning is crucial for activities combining

form and meaning (e.g., reading & listening comprehension) input enhancement

» Which form of feedback is effective?
» Meta-linguistic feedback, highlighting (cf. Heift 2004)
» More research needed, including transfer of SLA
insights (cf. Sachs & Suh 2007; Petersen 2010)

Conclusion

UNIVERSTTAT
TUBINGEN

10/56

NLP and
Language Learning
O

Introduction
Tutoring systems.

Conclusion

UNIVERSITAT
TUBINGEN

1

NLP and
Language Learning
Do

Feedback on agreement

Introduction
Tutoring systems

stoes: 1234
“éxima Questao 3) | | Andlise:
Input: Ela tens quinze anos.
There is an agreement error in person between
the subject and the verb in the sequence ela
tens from your answer.
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Reescreva a frase sbao usando a expressdo entre parénteses.

Questoes: 12345
Questio 3 préxima Questio &) | | Anlise:

Como voce se chama? (nome) nput: Qual o seu nome?

Your answer i close, but there s a verb missng I
your sentence.

[Qual o seu nome]

Alifafalelefilslefolslolc]
AJA[A]A]e|e|T]o]o]ofg]o]e]

To see a possble answer, click hte.
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Feedback on missing verb

Questdes: 12345
Analise:
Input: Qual o seu nome?

Your answer is close, but there is a verb missing in
your sentence.

To see a possible answer, click here.

Enviar
Report Errors & Suggestions
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The three models of an ITS

> Providing feedback involves
» identifying linguistic properties of the learner input and
» interpreting them in terms of likely (mis)conceptions of a
learner trying to succeed in a given activity

= To model the learner’s use of language for a specific
task in a specific context, we need explicit
» activity models (Amaral, Meurers & Ziai 2011)
» learner models (Amaral & Meurers 2008)
» model of domain i.e., linguistic
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NLP analysis modules in TAGARELA

» Form Analysis:

> tok r: takes into account specifics of Portuguese
(cliticization, contractions, abbreviations)

» lexical/morphological lookup: returns multiple analyses
based on CURUPIRA lexicon (Martins et al. 2006)

» disambiguator: finite state disambiguation rules narrow
down lexical information, in the spirit of Constraint
Grammar (Karlsson et al. 1995; Bick 2000, 2004)

> parser: bottom-up chart parser establishes relations to
check agreement, case and global well-formedness

» Content Analysis comparing student answer and target
> The more variation is possible in learner responses, the
more processing is required.
» For which exercises and contexts can meaning
comparison successfully be realized?
= Research on content assessment, based on English
reading comprehension (Bailey & Meurers 2006, 2008)
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Loosely restricted reading comprehension
An example

Question: What are the methods of propaganda mentioned in the
article?

Target: The methods include use of labels, visual images, and
beautiful or famous people promoting the idea or product. Also
used is linking the product to concepts that are admired or desired
and to create the impression that everyone supports the product
or idea.

Sample Learner Responses:
> A number of methods of propaganda are used in the media.
> Bositive or negative labels.

» Giving positive or negative labels. Using visual images.
Having a beautiful or famous person to promote. Creating the
impression that everyone supports the product or idea.
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CAM-En learner corpus

» The corpus was collected in second language classrooms,

using the ordinary exercises assigned by the teacher.

» Teachers also provided target answers and learner
answer assessment.

» CAM-En corpus: 566 responses to RC questions from
intermediate English as a Second Language students.
» Development set:

» 311 responses from 11 students to 47 questions
> Test set:

» 255 responses from 15 students to 28 questions
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Annotation: Categories for content assessment

The annotation scheme was developed by analyzing
target and learner responses in the development corpus.
Two graders independently annotated the data:

~ detection (binary): correct vs. incorrect meaning

~ diagnosis (5 codes): correct; missing concept, extra
concept, blend, non-answer

Eliminated responses which graders did not agree on

> 48 in development set (15%) and 31 in test set (12%)
Learner responses vary significantly; no full bag-of-word
overlap between test set answers and targets.

On average, 2.7 form errors per sentence.

19

NLP and

Language Learning
O

Introduction

Tutoring systems.

Conclusion

NI T
TUBINGEN

Basic idea: Comparing responses & targets

question  Where was Bob Hope when
cue he heard about the news?

Target

Responze

"Bob Hope was at home.

aearmer e was in,his house.

8156
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» CAM compares target & learner responses in three steps: 't ennancement

. Annotation uses NLP to enrich the learner and target
responses and question text with linguistic information.

. Alignment maps units in the learner response to units
in the target response using the annotated information.

. Diagnosis analyzes the alignment to label the learner
response with a target modification diagnosis code.
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Types of alignment

Alignment can involve different types of representation:

Ali 1t Type

Match

Token-identical

advertising
advertising

Lemma-resolved

advertisement
advertising
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Spelling-resolved

campaing

Levels of alignment

Alignment can take place at different levels of representation:

Level

Tokens

The explanation is simple.
The reason is simple.

explanation
reason

Chunks

A brown dog sat in a nice car.

a brown dog
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A nice dog sat in a car.

a nice dog

Reference-resolved

Clinton
he

Semantic similarity-resolved

initial
beginning

Specialized expressions

May 24, 2007
5/24/2007

Conclusion

UNIVERSITAT
TUBINGEN

Depen-
dency
triples

He knows the doctor.
John knows him.

obj(knows, doctor)
obj(knows, him)

NLP tools used
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Task

L ing Tool

Sentence Detection,
Tokenization,
| -

MontyLingua (Liu 2004)

Ay o

PC-KIMMO (Antworth 1993)

i =
Spell Checking

Edit distance (Levenshtein 1966),
SCOWL word list (Atkinson 2004)

Part-of-speech Tagging

TreeTagger (Schmid 1994)

Noun Phrase Chunking

CASS (Abney 1996)

Lexical Relations

WordNet (Miller 1995)

Input enhancement
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Similarity Scores

PMI-IR (Turney 2001;
Mihalcea et al. 2006)

Dependency Relations

Stanford Parser
(Klein & Manning 2003)
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Features used for content assessment

» Diagnosis is based on 14 features:

# of Overlapping Matches:
» keyword (head word) >
» target/learner token -
» target/learner chunk
» target/learner triple >

Semantic error detection >

Nature of Matches:

% token matches

% lemma matches

% synonym matches

% similarity matches

% sem. type matches
match variety

> For combining the evidence, machine learning (TiMBL,

Daelemans et al. 2007) worked better than manual rules.
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Results

Binary classification
Random Baseline

Accuracy
50%
87%
88%

Development Set (leave-one-out testing)
Test Set

Di is with 5 codes
Development Set
Test Set

Accuracy

Form errors don't negatively impact results:
> 68% of correctly diagnosed items had form errors.
» 53% of incorrectly diagnosed ones did as well.
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Related work S Tast

Introduction

> No directly comparable systems, but competitive with
results for automatic scoring of native speaker short
answers by C-Rater (Leacock & Chodorow 2003; Leacock 2004).

Tutoring systems

» Techniques used by essay grading systems (e.g.,
E-Rater, Burstein et al. 2003; AutoTutor, Graesser et al. 1999)
do not generalize well to short (1-2 sentence) responses.

ae—

> Related research issues —

» Paraphrase recognition fren
(e.g., Brockett & Dolan 2005; Hatzivassiloglou et al. 1999)
Machine translation evaluation
(e.g., Banerjee & Lavie 2005; Lin & Och 2004)
Essay-based question answering systems
(e.g., Deep Read, Hirschman et al. 1999)
Automatic grading (e.g., Leacock 2004; Marin 2004)
Recognition of Textual Entailment (RTE, Dagan et al. 2006)

Input enhancement

Conclusion

UNIVERSTTAT
TUBINGEN

Future work
Towards Interpretation in Context

» The reading comprehension question task we are
focusing on provides an explicit context in form of
> the text, and
> the questions asked about it.

» CAM currently takes this context into account for basic
anaphora resolution in the target and learner answers.

» But how about about other aspects of this context?
> How should information in the answers that is given in
the question be interpreted?
> How can the nature of a question and the task
strategies it requires be taken into account?
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Towards interpretation in context
Treatment of given information
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> Example from CAM-en:
> Cue: What was the major moral question raised by

the Clinton incident?

Target: The moral question raised by the Clinton

incident was whether a politician’s person life is

relevant to their job performance.

Response: A basic question for the media is

whether a politician’s personal life is relevant to his or

her performance in the job. Input enhancement

[re——
» The current CAM version simply removes given words. S

» A more sophisticated approach is needed to C—g

> keep sentence intact for deeper processing —

> use the occurrence of given information to distinguish

Conclusion
between incorrect answers and off-topic answers.
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Question classification s
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» Comparing the meaning of answers to questions should
make use of nature of the questions being answered.

» Features to be investigated include
> Learning Goals: Targeted cognitive skills and
knowledge (e.g., Anderson & Krathwohl 2001)

Knowledge Sources: The implicit/explicit answer
source (Irwin 1986; Pearson & Johnson 1978)

Input enhancement
Text Type: The rhetorical structure of the text B
(Champeau de Lopez et al. 1997)

Answer Type: The kind of answer expected (Gerbault 1999) oo ™™

Summay

> Results here may also help answer: S
» What are suitable, more fine grained diagnosis categories  conciusion
for content assessment?
s

Adaptivity of analysis S Tast

Introdustion
Given the high number of form errors in learner data, T GETD

deep analysis and model construction often is not feasible. %"=

However, there are patterns for which a dedicated, deep
analysis may be possible or even important.

Patterns to be explored include
semantic units expected in the answer (cf. answer typing)
specific linguistic constructions identified in the answer
which require special treatment (e.g., negation).
typical well-formed “islands of compositionality”
supporting a deep analysis (e.g., particular NP patterns)

Input enhancement

Restzng WERT!

Adaptively combining shallow & deeper analyses becomes -

especially important when going from English to languages oe

with richer morphology & freer word order (e.g., German). Concusen
UNIVERSTTAT
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Insights from Second Language Acquisition Research
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» Second language learners benefit from or may require a
so-called focus on form to overcome incomplete or
incorrect knowledge (Long 1991; Lightbown 1998).

> Focus on Form: “an occasional shift of attention to
linguistic code features” (Long & Robinson 1998, p. 23).

» Strategies highlighting the salience of language forms
and categories are referred to as input enhancement
(Sharwood Smith 1993).

= Let's use NLP to provide automatic input enhancement
for language learners! — WERTi

Earg e
o
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WERTi: Working with English Real Text
> Provide learners of English (ESL) with input enhancement "eeten
for any web pages they are interested in. ULTTGED

— good for learner motivation:
> learners can choose material based on their interests
> includes news, up-to-date information, hip stuff
> pages remain fully contextualized (video, audio, links)

— wide range of potential learning contexts:
» can 1t regular il
» can support voluntary, self-motivated pursuit of
knowledge, i.e., lifelong learning.
> can foster implicit learning, e.g., for adult immigrants:
» already functionally living in second language environment,
but stagnating in acquisition o
> without access/motivation to engage in explicit learning,
but browsing the web for information and entertainment

Eusing merer
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What language properties should we enhance? e ienns| How should the targeted forms be enhanced?  uglage tourmng

Inroducton nroducton

. o Ttorg sytoms » WERTI currently offers three types of input enhancement: Tuorng sysams

> A wide range of linguistic features can be relevant for PG AL a) color highlighting of the pattern or selected parts thereof
awareness, incl. morphological, syntactic, semantic, b) pages supporting clicking, with automatic color feedback

of

and pragmatic information (Schmidt 1995). ic feedback tomati

. . clicked on form with targeted form
» We focus on enhancing language patterns which are o

N i it . c) pages supporting practice (e.g., fill-in-the-blank), with
well-established difficulties for ESL learners: automatic color feedback
> automatic feedback compares form entered by learner ooy
Input enhancement with form in original text Input enhancement

Restng e o
» determiner and preposition usage
» use of gerunds vs. to-infinitives

» wh-question formation

» phrasal verbs e » This follows standard pedagogical practice (‘PPP”):
a) receptive presentation

presentation supporting limited interaction
controlled practice

(free production)

Conclusion Conclusion

Eumpesetnees

NLP identifying other patterns can easily be integrated )
as part of a flexible NLP architecture. )
)
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Car-free cities: an idea with legs i (ss) b B (10) Introduction Car-free cities: an idea with legs 55 (b B (10) Introduction
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Vay 5 2010, 1114 AM T May 6, 2010, 11:14 A
Letterman: ‘They Don’t Like Immigrants’ i Letterman: ‘They Don’t Like Immigrants’

Monologue | Wednesday night on “The Late Show With s y—, Monologue | Wednesday night on “The Late Show With Bescarproacn
David Letterman” on CBS: You folks been following the big peslerate e David Letterman” on CBS: You folks been following the big Do
‘British Petroleu oil spill in the Gulf of Mexico? I'm telling Rosod ok British Petroleum oil spill in the Gulf of Mexico? I'm telling S

you, British Petroleum has put more birds in oil than Colonel R o ‘you, British Petroleum has put more birds \:l [] oil than e

Input enhancement Input enhancement
Sanders. % Colonel Sanders. -

[T —

T was thinking about this. Here’s what T came up with. Now, in Arizona, you

know about the new immigration law, where if you don't look like you belong

there, they can run you out of the state? And they've got patrol cars driving

around, pulling up to people, saying: “You don't look like you belong here. i i X -

Get out!” So the deal is, in Arizona, they don't like immigrants. And T was driving around, pulling up to people, saying: “You don't look like you belong

thinking, well, that’s 0dd, because right across the river there in California, o here. Get|on _ |[7]” So the deal i, in Arizons, they don't like immigrants.

they elected one governor. Conclusion And T was thinking, well, that’s odd, because right across the river there in Conclusion

California, they elected one governor.

@ EmaiThis  @Pint B Share  (E Twiter GRS R
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Iwas thinking about this. Here's what I came up with. Now, in Arizona, you
know about the new immigration law, where if you don't look like you belong
there, they can run you I:l the state? And they've got patrol cars




Gerunds vs. infinitives: Presentation (Color)

*The govenment says it is expanding access to university, but they are
actually blocking people's aspirations and betraying a generation."
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"The government says it is expanding access to university, but they are
actually blocking people's aspirations and betraying a generation."

The was forced to cap student numbers after

The government was forced to cap student numbers after
£200m black hole in the university financing budget at the end of last year
Labour was accused of abandoning ts pledge to expand higher
education, addingpressure to a growing debate about how to fund the
growing number of young people who want to do a degree. The
government is due to announce a review of student finance.

The massive increase in applicants has put a strain on the university
system this year, with one university forced to convert single bedrooms in
halls into doubles, and others putting students up in hotels.
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(discover) a £200m black hole in the university financing budget at the
end of last year. Labour was accused of (abandon) its
pledge to expand higher education, addingpressure to a growing debate
about how to fund the growing number of young people who want

(do) a degree. The government is due to announce a
review of student finance.

The massive increase in applicants has put a strain on the university
system this year, with one university forced to convert single bedrooms in
halls into doubles, and others putting students up in hotels.

Language Learning
[——

Introduction

Tutoring systems
oresc

Input enhancement
[ e——

[En—
Conclusion

UNIVERST
TURINGF

Wh-questions: Presentation + Interaction (Click)

If someone takes drugs, they can become addictive depending on the drug. Overdoses
typically happen with cocaine, opioids, benzos, especially mixing benzos and opioids
(Xanex, Valium, or Klonopin).

Why do people use illegal drugs?

Most llegal drugs cause people to become intoxicated"#*% 9] The slang term for this
experience is "getting stoned” or “getting high." When a drug user is intoxicated, they may
feel strange, happy, dizzy, or weird. Some drugs such as marjuana and hashish often
make users feel sleepy and relaxed. Some drug users have feelings that they are floating
or dreaming. Drugs such as LSD make people feel intensely; they make one see and feel
things like never before, and think things about the world they would normally not. Some
say it increases knowledge and creates wisdom. Other drugs such as Crystal Meth make
users feel excited and happy and ful of energy.

[change]

‘Source: http:/simple.wikipedia.orglwikillegal_drugs
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Wh-questions: Presentation + Interaction (Click)

If someone takes drugs, they can become addictive depending on the drug. Overdoses
typically happen with cocaine, opioids, benzos, especially mixing benzos and opioids
(Xanex, Valium, or Kionopin).

Why do people use illegal drugs?

Most llegal drugs cause peaple to become intoxicated”** P9, The slang term for this
experience is "getting stoned” or “getting high." When a drug user is intoxicated, they may
feel strange, happy, dizzy, or weird. Some drugs such as marijuana and hashish often
make users feel sleepy and relaxed. Some drug users have feelings that they are fioating
or dreaming. Drugs such as LSD make people feel infensely; they make one see and feel
things like never before, and think things about the world they would normally not. Some
say itincreases knowledge and creates wisdom. Other drugs such as Crystal Meth make
users feel excited and happy and full of energy.

[change]

Source: hitp:/simple wikipedia org/wiki/llegal drugs
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Realizing WERTI

> Guiding ideas behind implementation:
> Reuse existing NLP tools where possible
> Support integration of a range of language patterns
» First WERTI prototype (Amaral/Meurers/Metcalf at CALICO 06,
EUROCALL 06) cf. http://purl.org/icall/werti-v1
> implemented in Python using NLTK (Bird & Loper 2004),
TreeTagger (Schmid 1994)
> integrated into Apache2 webserver using mod_python
> targeted determiners and prepositions in Reuters news
> How can we flexibly support integration of a wider range
of language patterns using heterogeneous set of NLP?
— integrate NLP into UIMA-based architecture on server
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Idenify text in HTML page

reimplementation in Java
(Dimitrov/Ziai/Ott)
Tomcat servlet
idea behind architecture
* use same core processing

» demand-driven
pattern-specific NLP
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gerunds vs. to-infinitives

> tensein
> wh-questions
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WERTI architecture: Browser plugin version

Firefox plugin (Adriane Boyd) moves fetching of web page
and text identification to client to better support sites requiring
login, cookies, or dynamically generated text.

Server

Tokenization

Sentence Boundary Detection

Fetch web page
Identify text in DOM
| Colorize [ Click [ Practice

> beta version at: http://purl.org/icall/werti-plugin

POS Tagging

Pattern-specific NLP
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Pattern-specific NLP

» UIMA-based architecture (Ferrucci & Lally 2004)
» each NLP tool annotates the input

» OpenNLP tools, LingPipe tagger, TreeTagger,
Constraint Grammar CG 3

» UIMA data repository is common to all components
(Gétz & Suhre 2004)
» We use available pre-trained models for
» TreeTagger with PennTreebank tagset
> LingPipe Tagger with Brown tagset
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» Specify input enhancement targets
> in terms of standard annotation schemes
> e.g., identify determiners via AT|DT|DTI | DTS |DTX using
Brown tagset
> using constraint-grammar rules (CG 3 compiler), e.g.:
» 101 rules for gerunds vs. to-infinitives
» 126 rules for wh-question patterns
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Evaluating input enhancement techniques
Does input enhancement improve learning outcomes?

> Improving learning outcomes is the overall goal of
WERTI and visual input enhancement in general.

» While some studies show an improvement in learning
outcomes, the study of visual input enhancement sorely
needs more experimental studies (Lee & Huang 2008).

» WERTi can systematically produce visual input
enhancement for a range of language properties
— Supports real-life foreign language teaching studies
under a wide range of parameters.
— Supports lab-based experiments to evaluate when
input enhancement succeeds in making learners notice
enhanced properties (eye tracking, ERP).
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Evaluating input enhancement techniques
High precision NLP needed for automatic input enhancement

> Automatic visual input enhancement requires reliable
identification of the relevant classes using NLP.
» Note: Precision of identification of specific classes
relevant, not overall quality of POS-tagging or parsing.

» Problem 1: Often no established gold standard
available for the language classes to be enhanced.

» Problem 2: Realistic test set must be established by
studying what pages learners choose for enhancement.
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Evaluating input enhancement techniques
Evaluating determiner and preposition identification

» Evaluation of preposition and determiner identification
using BNC Sampler Corpus
> high quality CLAWS-7 annotation provides gold
standard for preposition and determiner classes
» relatively broad representation of English

» Performance of the LingPipe POS tagger in WERTi:
|| precision | recall

95.07% | 90.52%
97.06% | 94.07%

prepositions
determiners
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Related work
Data-Driven Learning

» One can view automatic input enhancement as an
enrichment of Data-Driven Learning (DDL).
» DDL is an “attempt to cut out the middleman [the
teacher] as far as possible and to give the learner direct
access to the data” (Boulton 2009, p. 82, citing Tim Johns)

» WERTI: learner stays in control, but NLP uses ‘teacher
knowledge’ about relevant language properties to make
those more prominent to the learner.
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Related work

> Automatic Exercise Generation:

> MIRTO (Antoniadis et al. 2004)
> KillerFiller in VISL (Bick 2005)

» Reading Support Tools:
> Glosser-RuG (Nerbonne et al. 1998)
~ COMPASS (Breidt & Feldweg 1997)
> ALPHEIOS (http://alpheios.net)
> REAP (Heilman et al. 2008b)
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Summary

» We motivated and discussed an approach providing
automatic input enhancement of authentic web pages.
» NLP identifies relevant linguistic categories and forms.
» The sentences turned into activities can remain fully
contextualized as part of the pages selected by learner.

» Automatic feedback for the practice activities is feasible
since the original text is known.
> Next step: Where possible alternatives exist, determine
equivalence classes automatically; e.g., for prepositions
building on Elghafari, Meurers & Wunsch (2010).

» Web pages are selected by learners based on interest.
» Next step (Ott & Meurers 2010): Develop search engine
which takes into account
» content of interest to learner
» general readability measures (Petersen 2007; Heilman
et al. 2008a; Miltsakaki & Troutt 2008)
» language properties to be input enhanced
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Outlook: Questions to be addressed

» Which language pattern types should be input enhanced?
> adverb placement
> tense and aspect
» while effect is semantic, lexical cues can be identified by
NLP (“usually go” vs. “are going tomorrow”)
> passive vs. active

» Which aspect of the patterns should be input enhanced?
~ lexical classes, morphemes
» contextual clues (optional or obligatory)

» What is the best input enhancement, i.e., highlighting or
interaction possibilities
» for a particular linguistic pattern,
~ given a specific web page with its existing
visual design features?
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Conclusion

» NLP analysis offers interesting opportunities in the
context of language learning
» analyzing learner language
— immediate feedback on form and contents in ITS

analyzing language for learners
— visual input enhancement
» Interdisciplinary collaboration integrating
» foreign language teaching practice
» second language acquisition research, and
» linguistic modeling and NLP
is crucial for sustainable progress in this field.
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