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Overview

» Motivations behind analyzing learner language
and points of contact with computational linguistics

» Linguistic modeling of learner language
» Which linguistic categories for learner language?
» sources of evidence: a case study on parts-of-speech
> comparative fallacy
» Which level of analysis?
> between representing variation and robustness
» role of target hypotheses

» Importance of explicit task and learner modeling
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Why Analyze Learner Language?
Second Language Acquisition (SLA)

» SLA research is aimed at understanding how second
languages are acquired (and how language works)
» empirical basis: analysis of learner data, ...

» SLA research also studies instructional intervention
> targeting different aspects of language,
> used in different types of tasks,
> supporting different kinds of feedback, and
> the sequencing of what is to be acquired.
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Why Analyze Learner Language?
Foreign Language Teaching (FLT)

» adapt, advance, and test effectiveness of intervention
methods in teaching practice

» analysis of learner language data helps document and
advance understanding of student abilities and needs
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Contact Points with Computational Linguistics

» Learner corpora: representing, annotating, searching
> can provide empirical evidence for SLA research
> can provide insights into typical student needs in FLT
annotation = off-line analysis

> Intelligent Tutoring Systems: on-line analysis aimed at
supporting language acquisition
~ provide immediate, individualized feedback, e.g
» meta-linguistic feedback in a form-focused activity
*» incidental focus-on-form in a meaning-based activity
» feedback on meaning (very rare in ITS)
> determine progression through pedagogical material

> Writer’s aid tools: on-line analysis of learner language
to provide immediate feedback aimed at producing text

> Language testing: off-line or on-line analysis to support
or automate assessment of learner abilities

(cf. Meurers 2012)
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Learner Data in SLA Research
An example: Clahsen & Muysken (1986)

» They studied the acquisition of German word order by
native speakers of Romance languages.

» Stages of acquisition:
1. S(Aux) VO
2. (AdvP/PP) S (Aux) V O
3. S V[+fin] O V[-fin]

4. XP V[+in] S O
5. S V[+fin] (Adv) O
6. dass S O V[+fin]

Friiher ich kannte den Mann
earlieraqp Is knewy [the man]o

Stage 2 example:

Friiher kannte ich den Mann
earlieraq,p knewyi.sin ls [the man]o

Stage 4 example:

> How is the data characterized?
> lexical and syntactic categories and functions
> some acquisition stages are well-formed, others ill-formed
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Annotation: Error Annotation and Beyond

» SLA research essentially observes correlations of
linguistic properties, whether erroneous or not.

» The annotation of learner corpora, however, has mostly
focused on errors made by the learners.

» Even when learner errors are the research focus, their
correlation with other linguistic properties is relevant.

» Linguistic annotation also is important for capturing
> measures and characteristics of language development
» Complexity, Accuracy & Fluency (Housen & Kuiken 2009)
- Lu (2010)
> Criterial Features (Hawkins & Buttery 2009, 2010)
— Alexopoulou et al. (2011)
> overuse/underuse of linguistic material (Wiersma et al. 2011,
Hirschmann, Liideling, Rehbein, Reznicek & Zeldes 2010)

= What is involved in linguistically annotating learner corpora
(automatically)?
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Annotation of Linguistic Properties

» Annotation schemes for native language corpora have
been developed for a wide range of linguistic properties:
» part-of-speech, morphology
» syntactic constituency, lexical dependency structures
» semantics (word senses, coreference), discourse structure

» An annotation scheme is only as good as the distinctions
it reliably supports making based on evidence in corpus.
> E.g., particle vs. preposition dropped in PTB tagset
> More classes can actually be more reliable if they are
more coherent in terms of their observable properties.
> cf. BNC Tag Enhancement Project (CLAWS7 +» CLAWSS5)

» Each type of annotation typically requires an extensive
manual annotation effort — gold standard corpora
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Quality of Annotation

» How can high quality annotation be obtained?
> Keep only reliably and consistently identifiable distinctions

> described in detailed manual (Voutilainen & Jarvinen 1995;
> including appendix on hard cases ~Sampson & Babarczy 2003)

» Annotate corpus several times and independently, then
test interannotator agreement (Artstein & Poesio 2009)

> Detect annotation errors through automatic analysis of
comparable data recurring in the corpus (http://decca.osu.edu)

> Automatic annotation tools which can be trained on
such gold standard annotation are available.
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Case study on part-of-speech annotating NOCE
(Diaz Negrillo, Meurers, Valera & Wunsch 2010)

> The NOCE learner corpus (Diaz Negrillo 2009)
> Short essays written by Spanish 1% and 2" year students
of English, annotated with editing and error tags
» 998 texts, 337.332 tokens

= How about adding linguistic annotation?
» Explored automatic part-of-speech (POS) annotation
> What does it mean to POS-annotate learner language?
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Automatic POS-Tagging of NOCE

Setup
> Used 3 POS taggers trained on WSJ newspaper text,
using Penn Treebank tagset
~ TreeTagger, TnT tagger, Stanford tagger
» Tagged the error-annotated section of NOCE

Results
» Manually evaluated POS tags assigned by taggers to
10 texts by 10 different participants (1.850 words)
» Accuracy of automatically assigned tags
» TreeTagger: 94.95%

> TnT Tagger: 94.03%
> Stanford Tagger: 88.11%

» What do these results mean?
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Aspects of a qualitative analysis

» We found lower performance for expressions which do
not exist in English (cf. de Haan 2000; van Rooy & Schafer 2002).

» Spelling
(1) Ithink that university teachs to people [...]
» Segmentation
(2) They can't pay their studies and more over they
have to pay aflat [...]
> But is tagging learner language really just a robustness
issue, like adapting taggers to another domain?
» What does it mean to use POS tags developed for
native language for the interlanguage of learners?
» Which research questions can “native POS” tags answer?

On Automatically
Analyzing
Learner Language

Introduction

Learner Corpora
[Eiry—"
Annotation
Case Siudy

Categories for
Learner Language
Lingage

Onmemare ot
g ey

Gonclusion
UNIVERSTTAT
TUBINGEN




Three Sources of Evidence for POS analysis

Lemma/Lexical entry:

(3) I'was surprised by the word of the day.

of = preposition

Morphology:
(4) There is a lot of construction going on here.
-ion = noun
Distribution:
(5) The old man left.

adj _ verb = noun
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Case 1: Stem-Distribution mismatch

N

Stem Distribution Morphology

(6) [...] you can find a big vary of beautiful beaches |...]

[ Stem ] Distribution | Morphology |
[verb | noun [? |

(7) RED helped him during he was in the prison.

[ Stem [ Distribution [ Morphology |
[ preposition | conjunction | ? |
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Case 2: Stem-Distrib./Stem-Morph. mismatch

P~ N\

Stem Distribution Morphology

(8) [...] one of the favourite places to visit for many foreigns.

[Stem

| adjective [ noun

[ Distribution | Morphology |
| noun /verb 37 sg |

(9) [...] to be choiced forajob|..]

[ Stem [ Distribution | Morphology |
[ noun / adjective | verb [ verb |
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Case 3: Stem-Morphology mismatch

TN

Stem Distribution Morphology

(10) [...] this film is one of the bests ever|..]

[Stem

[ Distribution | Morphology
| adjective (noun / verb) | adjective | noun /verb 3" sg

(11) [..] television, radio are very subjectives |...]

On Automatically
Analyzing
Learner Language

Introduction

Learner Corpora
[Eiry—"
Annotation
Case Study

Categories for
Learner Language
Lingage

Tk ot earer s

Conclusion

UNIVERSITAT
e &

[ Stem [ Distribution | Morphology

["adjective / noun | adjective | noun/ verb 3 sg

Gonclusion
UNIVERSTTAT
TUBINGEN




Case 4: Distribution-Morphology mismatch

N

Stem Distribution Morphology

(12) [..] for almost every jobs nowadays |...]

[ Stem
[ noun

[ Distribution | Morphology |
[ noun'sg | noun pl/verb 37 sg |

(13) [..] it has grew up a lot specially after 1996 |....]

On Automatically
Analyzing
Leamer Language
P —
Introduction
Wy sz s
Learner Corpora
s —
Annotation
Gase Study

Categories for
Learner Language

[ ——

[‘Stem [ Distribution |
[ verb | verb past participle |

Morphology |
verb past tense |

Gonclusion
UNIVERSITAT
TUBINGEN

17/2

Systematic POS for Learner Language

A single POS tag from a standard native tagset fails to
systematically identify properties of learner language.

Alternative: tripartite POS encoding of
» distribution, stem, morphology

Some errors in learner language are epiphenomena of
mismatches in linguistic encoding.
— Identify such errors through linguistic annotation.

The value of identifying such mismatches systematically
is confirmed by recent SLA research (Zyzik & Azevedo 2009)
» L2 learners are shown to have

» difficulty distinguishing between word classes among
semantically related lexical forms
» limited ability to interpret syntactic and morphological cues

Which type of categories are useful for learner language?
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On the nature of categories for learner language

» Comparative fallacy is “the mistake of studying the
systematic character of one language by comparing it to
another.” (Bley-Vroman 1983, p. 6)

» extended to include bias towards towards native language
(Lakshmanan & Selinker 2001)

> Essentially trying to analyze a “non-canonical variety”
using a “robust” version of the canonical grammar.
> divergences from norm annotated as errors
> But note: the research question is the issue here, not
corpus error annotation as such (Tenfjord et al. 2008).
> Issue more general than language acquisition research:
» Eurocentrism in field work (Gil 2001)
> Variationist sociolinguistics:

» Importance of defining variation to be studied and when
an instance is counted as one of the variants.
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On the nature of categories for learner language
Between representing variation and robustness
» Where do linguistic categories come from?
» Categories result from generalizations, which require a
significant amount of comparable data to be made.
> How fine grained should they be?
» In NLP, robustness is the ability to ignore variation in the
realization of a category to be identified.
> Any kind of robustness is based on the assumption of an
intended target!
» The category system used must be sufficiently fine grained
for the variation we want to identify and analyze.
» Some conjectures:
» Pre-theoretic classes close to the empirical observations
are best-suited for annotation of the emergent,
individual nature of interlanguage.
» To provide access to the right level of abstraction for a
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On the nature of categories for learner language
Consequences for syntactic annotation

> Idea: break down constituency in terms of
~ overall topology of a sentence (Hirschmann et al. 2007)
= chunks and chunk-internal word order (Abney 1997)
> dependency
» What is the empirical basis of dependency analysis?
> dissociation of morphological, syntactic, and semantic
dependencies (cf. also Meaning Text Theory, Mel'¢uk 1988)
» Some work on dependency analysis of learner language:
» surface-evidence based (Dickinson & Ragheb 2009)
» goal: fine-grained record of morphological & syntactic evid.
» canonical dependencies (MacWhinney 2008; Rosén & Smedt
2010; Ott & Ziai 2010; Hirschmann et al. 2010)
» goal: robustly abstract away from learner specific forms
> e.g., in CoMiC: robust construction of LRS semantics for
comparing the meaning of answers to reading
comprehension questions (Hahn & Meurers 2011)
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Target hypotheses on i
T

» Targets are assumed for any kind of robust classification.

» Target hypotheses should be explicit part of annotation.
> (Ludeling et al. 2005; Hirschmann et al. 2007; Lideling 2008).

Learner Corpora

» Fitzpatrick & Seegmiller (2004): unsatisfactory levels of
agreement in determining learner targets for error annot.

Annotation
Gase Siudy.

» But keeping the target hypothesis implicit results in
annotations which diverge even more unsatisfactorily.

Categories for
Learner Language

= Target hypotheses should be made explicit for any
annotation robustly generalizing over variation.
> Which type of target hypotheses support reliable
annotation of which distinctions?
» Which evidence is needed to reliably determine such
target hypotheses?
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Difficulty of determining target hypotheses

» What are the target forms for the sentences taken from
the Hiroshima English Learners’ Corpus (Miura 1998):

(14) Ididn’t know

(15) Idon’t know his lives.
(16) I know where he lives.
(17) I'know he lived

They are taken from a translation task, for the Japanese of
(18) Idon’t know where he lives.

Cannot be determined just by the learner sentences alone,
without task information.
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Difficulty of determining target hypotheses o

Learner Language

» How can one obtain a better handle on target hypotheses?
» take explicit task context into account
» support targets other than fully explicit surface forms
> target = minimal commitment required to support annotation ‘::_’::f::::ﬂ
» focus on more advanced learners
» take learners and learner strategies into account
> Learners, e.g., lift material from text or use known L2 chunks
instead of trying to express appropriate meaning.
» Example from CREG Corpus (Meurers et al. submitted)
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Sommerurlaub, fahre ich manchmal nach Euti
sometimes to  Euti

Sim
In the summer vacation, travel | o]
felche 2 Stidte besucht Heike im Urlaub?

‘Which 2 cities does Heike visit during her vacation?’

e ——

Student: Fahre ich manchmal nach Eutin. Carpugisaingn

ravel | sometimes to  Eutin. e
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Towards task-specific learner corpora msme | Using task-specific learner corpora e
FETEILEAES) earner Language

Do e Comparing Meaning in Context Project (http:/purl.org/icall/comic) et howrs

ici i Introducton Introducton
g rE]Zﬁgi':\f‘srsmk;%dnIﬁ?;"g&?ﬁgifﬁ?,ﬁgg grsucial > Task-based corpora can also support an investigation of = mws e

constraining information for interpreting learner language. o aspects such as meaning, information structure, ... .

Learner Corpora Learner Corpora

= taking task, strategic competence, and L1 into account EULCARI In collaboration with Nina Vyatkina (KU) and Kathy Corl B

in learner models of Tutoring Systems (Amaral & Meurers 2008)  trasse e (OSU) we are compiling a large corpus of answers to gt Ain
> clear connection to language testing research egggtgmy reading comprehension questions é;’s‘:“s'::;y

. ot POS Ty > written by US college students learning German e —
Most current learner language corpora consist of €ssays, e sos st

N ; [ — » Text + Questions + Target Answers + Learner Answers, s
yet Iealfne_rs pr_oduce language in a wide range of contexts, Categories for graded as adequate or inadequate response Categories for
naturalistic or instructed, e.g., Learner Language Learner Language

> email and chat messages e Makes it possible to study variation in forms used by e
» answering reading or listening comprehension questions s language learners to realize the same meaning.
> asking questions in information gap activities

» Supports research on information structuring (given/focus).
To obtain corpora which are interpretable & representative g

On the practical side: Automatic content assessment of T
of learner language, we need more language produced G ol

reading comprehension answers, currently with 84.6%

i i ici Conclug Conclusi
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