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Introduction

I Meaningful, contextualized use of language plays a
crucial role in second language acquisition.

I Yet automatic analysis has focused on form aspects,
severely limiting applicability of ICALL tools in real-life.

I How can the meaning of sentences and text fragments
be analyzed and compared in realistic situations?

I Realistic situations:
I differences in situative and world knowledge
I language not necessarily well-formed

I Two challenges:
I Which linguistic representations can be robustly identified

as basis of a computational approximation of meaning?
I How can the role of the task and context be integrated?

⇒ Start by collecting data of authentic language in context.
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Collecting authentic data for content assessment

I Language is produced in concrete linguistic and
extra-linguistic contexts.

I This contextual setting includes situational knowledge
and world knowledge.

I Current learner corpora typically consist of essay data,
so only the essay topic is known.

I contents quite unconstrained and not predictable

I We want to make the context explicit by collecting data
in the setting of a concrete task.

I For which tasks can content assessment be provided,
without extensive world knowledge representation?
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Exercise Spectrum & its Analysis Requirements

Tightly Restricted Responses Loosely Restricted Responses

Decontextualized 
grammar fill-in-
the-blanks

Short-answer reading 
comprehension 
questions

Essays on 
individualized 
topics

The Middle Ground

I Some activities in the middle ground provide explicit,
language-based context with predictable contents:

I summarization, reading comprehension,
information-gap activities, . . .

⇒ Compile a corpus with answers to reading comprehension
exercises written by learners of English (CREE)
(Bailey 2008; Bailey & Meurers 2008; Meurers, Ziai, Ott & Bailey 2011).

I In the CoMiC project, we focus on learners of German
(CREG) (Meurers, Ott & Ziai 2010).
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Reading Comprehension (RC) Questions

I Most constrained: multiple choice
I Example: When was Mozart born?

a) 1756 b) 1796 c) 1812 d) 1917

I Least constrained: open-ended questions
I Example: How does the health system described in the

text compare to that in your home country?

⇒ Loosely restricted reading comprehension questions:
I It is possible to specify target answers.
I Responses can exhibit variation on lexical,

morphological, syntactic, semantic levels.
I Common activity in real-life foreign language teaching.
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Loosely restricted reading comprehension
An example

Question: What are the methods of propaganda mentioned in the
article?

Target: The methods include use of labels, visual images, and
beautiful or famous people promoting the idea or product. Also
used is linking the product to concepts that are admired or desired
and to create the impression that everyone supports the product
or idea.

Sample Learner Responses:

I A number of methods of propaganda are used in the media.

I Bositive or negative labels.

I Giving positive or negative labels. Using visual images.
Having a beautiful or famous person to promote. Creating the
impression that everyone supports the product or idea.
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Corpus of Reading comprehension Exercises
in English (CREE)

I The corpus was collected in second language classrooms,
using the ordinary exercises assigned by the teacher.

I Teachers also provided target answers and learner
answer assessment.

I CREE corpus: 566 responses to RC questions from
intermediate English as a Second Language students.

I Development set:
I 311 responses from 11 students to 47 questions

I Test set:
I 255 responses from 15 students to 28 questions
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Annotation: Categories for content assessment

I The annotation scheme was developed by analyzing
target and learner responses in the development corpus.

I Two graders independently annotated the data:
I detection (binary): correct vs. incorrect meaning
I diagnosis (5 codes): correct; missing concept, extra

concept, blend, non-answer
Eliminated responses which graders did not agree on

I 48 in development set (15%) and 31 in test set (12%)

I Learner responses vary significantly
I no full bag-of-word overlap between test set answers

and targets

I On average, 2.7 form errors per sentence.
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Basic idea: Comparing responses & targets

Where was Bob Hope when

he heard about the news? 

Frage

Musterantwort

Lernerantwort

Bob Hope was at home.

He was in his house.
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From Annotation and Alignment to Diagnosis

I The Content-Assessment Module (CAM) compares
target & learner responses in three steps:

1. Annotation uses NLP to enrich the learner and target
responses and question text with linguistic information.

2. Alignment maps units in the learner response to units
in the target response using the annotated information.

3. Diagnosis analyzes the alignment to label the learner
response with a target modification diagnosis code.
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Types of alignment

Alignment can involve different types of representation:

Alignment Type Example Match
Token-identical advertising

advertising
Lemma-resolved advertisement

advertising
Spelling-resolved campaing

campaign
Reference-resolved Clinton

he
Semantic similarity-resolved initial

beginning
Specialized expressions May 24, 2007

5/24/2007
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Levels of alignment

Alignment can take place at different levels of representation:

Level Example Alignment
Tokens The explanation is simple. explanation

The reason is simple. reason
Chunks A brown dog sat in a nice car. a brown dog

A nice dog sat in a car. a nice dog
Depen- He knows the doctor. obj(knows, doctor)
dency John knows him. obj(knows, him)
triples
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NLP tools used

Annotation Task Language Processing Tool
Sentence Detection, MontyLingua (Liu 2004)
Tokenization,
Lemmatization
Lemmatization PC-KIMMO (Antworth 1993)
Spell Checking Edit distance (Levenshtein 1966),

SCOWL word list (Atkinson 2004)
Part-of-speech Tagging TreeTagger (Schmid 1994)
Noun Phrase Chunking CASS (Abney 1996)
Lexical Relations WordNet (Miller 1995)
Similarity Scores PMI-IR (Turney 2001;

Mihalcea et al. 2006)
Dependency Relations Stanford Parser

(Klein & Manning 2003)
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Features used for content assessment

I Diagnosis is based on 14 features:
# of Overlapping Matches:

I keyword (head word)
I target/learner token
I target/learner chunk
I target/learner triple

Semantic error detection

Nature of Matches:
I % token matches
I % lemma matches
I % synonym matches
I % similarity matches
I % sem. type matches
I match variety

I For combining the evidence, machine learning (TiMBL,
Daelemans et al. 2007) worked better than manual rules.
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Results

Binary classification Accuracy
Development Set (leave-one-out testing) 87%
Test Set 88%

Diagnosis with 5 codes Accuracy
Development Set 87%
Test Set 87%

Form errors don’t negatively impact results:
I 68% of correctly diagnosed items had form errors.
I 53% of incorrectly diagnosed ones did as well.
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Related work

I No directly comparable systems, but competitive with
results for automatic scoring of native speaker short
answers by C-Rater (Leacock & Chodorow 2003; Leacock 2004).

I Techniques used by essay grading systems (e.g.,
E-Rater, Burstein et al. 2003; AutoTutor, Graesser et al. 1999)
do not generalize well to short (1-2 sentence) responses.

I Related research issues
I Paraphrase recognition

(e.g., Brockett & Dolan 2005; Hatzivassiloglou et al. 1999)
I Machine translation evaluation

(e.g., Banerjee & Lavie 2005; Lin & Och 2004)
I Essay-based question answering systems

(e.g., Deep Read, Hirschman et al. 1999)
I Automatic grading (e.g., Leacock 2004; Marı́n 2004)
I Recognition of Textual Entailment (RTE, Dagan et al. 2006)
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Future work
Towards Interpretation in Context

I The reading comprehension question task we are
focusing on provides an explicit context in form of

I the text, and
I the questions asked about it.

I CAM currently takes this context into account for basic
anaphora resolution in the target and learner answers.

I But how about about other aspects of this context?
I How should information in the answers that is given in

the question be interpreted?
I How can the nature of a question and the task

strategies it requires be taken into account?
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Towards interpretation in context
Treatment of given information

I Example from CREE:
I Cue: What was the major moral question raised by

the Clinton incident?

I Target: The moral question raised by the Clinton
incident was whether a politician’s person life is
relevant to their job performance.

I Response: A basic question for the media is
whether a politician’s personal life is relevant to his or
her performance in the job.
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Information given in the question
Aspects of an approach

I The information in a response that is explicitly given in
the question should not raise the number of matched
units between target and learner answer.

I The original CAM simply removed given words.

I We are developing a more sophisticated approach to
I keep sentence intact for deeper processing
I use the occurrence of given information to distinguish

between incorrect answers and off-topic answers.
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Information given in the question
New information focus vs. contrastive focus

I Example based on CREG example pattern:
I Cue: Is Prague best known for its wine, beer, or coffee?

I Target: The city is particularly well-known for its beer.

I Response: Prague has a good reputation in terms of its
excellent beer.

→ Given information needs to be taken into account as
answering a question for certain question types.
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Towards interpretation in context
Question classification

I Comparing the meaning of answers to questions should
make use of nature of the task and context.

I Features to be investigated include
I Learning Goals: Targeted cognitive skills and

knowledge (e.g., Anderson & Krathwohl 2001)

I Knowledge Sources: The implicit/explicit answer
source (Irwin 1986; Pearson & Johnson 1978)

I Text Type: The rhetorical structure of the text
(Champeau de Lopez et al. 1997)

I Answer Type: The kind of answer expected (Gerbault 1999)

I Results here may also help answer:
I What are suitable, more fine grained diagnosis categories

for content assessment?
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Diagnosis categories for comparing meaning

I Content assessment in the CAM currently distinguishes:
I correct
I missing concept
I extra concept
I blend
I non-answer

I What are suitable and obtainable diagnosis categories
for content assessment?

I E.g., more detailed categories based on answer typing!
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Adaptivity of analysis
Combining shallow and deep analysis

I Given the high number of form errors in learner data,
deep analysis and model construction often is not feasible.

I However, there are patterns for which a dedicated, deep
analysis may be possible or even important.

I Patterns to be explored include
I semantic units expected in the answer (cf. answer typing)
I specific linguistic constructions identified in the answer

which require special treatment (e.g., negation).
I typical well-formed “islands of compositionality”

supporting a deep analysis (e.g., particular NP patterns)

I We intend to explore the identification of such patterns
and how they can adaptively be integrated.
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Beyond English

I Our original CAM work and related research topics
(e.g., RTE) have generally focused on English.

I Adaptively combining shallow & deeper analyses
becomes especially important when going from English
to languages richer morphology & freer word order.

I In the CoMiC project, we are compiling a large German
reading comprehension corpus.
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Conclusion
I A range of activities in current foreign language teaching

practice support meaningful, contextualized interaction.

I Loosely restricted reading comprehension questions
are an interesting activity type for exploring content
assessment using adaptive, shallow-to-deeper
content-analysis techniques.

I Machine learning can benefit shallow content
assessment even for the small data sets typically
available in ICALL research.

I Diagnosis results are comparable to detection results,
but a larger corpus is needed for more detailed analysis.

I We identified a range of current research avenues:
increased integration of context information, diagnosis
categories for meaning comparison, effect of German
morphology and word order on such an approach.
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Publications related to CoMiC project

I CAM approach for English
I (Bailey 2008; Bailey & Meurers 2008)

I Longitudinal corpus collection using WELCOME→
KU/OSU collaboration

I (Meurers, Ott & Ziai 2010)

I Dependency parsing of learner language
I (Ott & Ziai 2010)

I Architecture for parallel analysis modules and CREE
I (Meurers, Ziai, Ott & Bailey 2011)
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